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Fully Supervised Alignment

• “Image-to-image translation with conditional adversarial nets” Isola 
et al (pix2pix)



Partially Supervised Alignment

• “Unsupervised Cross-Domain Image Generation” Taigman et al.



Unsupervised Alignment

• Highly related domains
• “Unsupervised Image-to-Image Translation Networks” Liu et al. 



Circular GANs
DiscoGAN: “Learning to Discover Cross-Domain Relations with 
Generative Adversarial Networks”. Kim et al. ICML’17. 

CycleGAN: “Unpaired Image-to-Image Translation using Cycle-
Consistent Adversarial Networks”. Zhu et al. arXiv:1703.10593, 2017.

”DualGAN: Unsupervised Dual Learning for Image-to-Image 
Translation”. Zili et al. arXiv:1704.02510, 2017.

Image credit: Zhu et al.
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Introducing DistGAN

Circular GANs (DiscoGAN, CycleGAN, DualGAN)

DistGAN

Sagie Benaim (TAU), Lior Wolf. 
“One-Sided Unsupervised Domain Mapping“ 
arXiv 1706.00826, 2017. Public code on Github

𝑥1 − 𝑥2 1~ 𝐺(𝑥1) − 𝐺(𝑥2) 1

𝑥~𝐹 𝐺 𝑥
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Basic Building Block: Conditional GAN

• Other GAN variants can be used: w-gan, improved w-gan, BEGAN, etc.



Correlation of distances between X and Y

• A pair of images of a given distance are mapped 
to a pair of outputs with a similar distance

• 𝑥𝑖 − 𝑥𝑗 1
and 𝐺 𝑥𝑖 − 𝐺 𝑥𝑗 1

are highly correlated.
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Analysis of CycleGAN’s horse to zebra results

𝑥 𝐺(𝑥) Π(𝑥)

Non-negative matrix approx. 
of DiscoGAN’s bag to shoe 



The loss used

{𝐺 𝑥 }
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• A distance correlation loss (L1 more stable than multiplication):
• ∑𝑥𝑖,𝑥𝑗

|𝑑1 − 𝑑2|

• 𝑑1 =
1

𝜎𝐴
( 𝑥𝑖−𝑥𝑗 1

−𝜇𝐴)

• 𝑑2 =
1

𝜎𝐵
( 𝐺(𝑥𝑖)−𝐺(𝑥𝑗) 1

−𝜇𝐴)

• A GAN loss on 𝑌



Losses Tradeoff



Solves asymmetry problem: Mode Collapse

• GAN:                                        Cycle: 
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GAN Architecture

• DiscoGAN based (64 bits):
• Generator: Encoder-Decoder, Based on DCGAN

• Discriminator: Simple Decoder

• CycleGAN based(128-256 bits):
• Based on “Perceptual losses for real-time style transfer and super-resolution” 

Johnson et al. 

• Generator: Use of additional Residual blocks

• Discriminator: Use of 70*70 Patch-GAN



Experiments





Comparison of Losses



Maps and Cityscapes

• FCN Score: Better per-class accuracy (Significantly), per-pixel accuracy, 
Class IOU. 

• User Study:
• Cityscapes Labels to Photos realness (71% of cases better than CycleGAN)

• Similarity to Ground Truth (68% of cases better than CycleGAN)

• Similar experiments in DiscoGAN’s Male to Female and Handbags to Shoes.



Extensions and Notes

• Cycle loss: Only approximate. A zebra translated to a horse must loose 
its stripes.

• Minimal information is required – potentially infinitely many 
mappings.

• Other domains? Text translation from one embedding to another.



Thank You! Questions?


