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Image to Image Translation
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MUNIT: Style and Texture Changes

Huang et al., ECCV 2018



DRIT, DRIT++: Similar Textural and Style Changes

Lee et al., ECCV 2018



Cannot Transfer Content!

Press et al, ICLR 2019



Attribute Transfer

Liu et al, CVPR 2019



Only a single Attribute!
For example, Fader Networks:



Given two visual domains, disentagle the 
separate (domain specific) information and 
common (domain invariant) information.

Domain Intersection and Domain Difference



If A is persons with glasses and B is smiling persons, our method produces three 
latent spaces:
1. "Common" latent space, 𝐸𝑐 𝐴 = 𝐸𝑐 𝐵 . The space of common facial 

features. For 𝑐 ∈ 𝐴 ∪ 𝐵, 𝐸𝑐 𝑐 is the facial features of c.
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𝑠(𝐴). The space of glasses. 𝐸𝐴
𝑠(𝑎) is 

the glasses of 𝒂.
3. "Separate" latent space for domain B, 𝐸𝐵

𝑠(𝐵). The space of smiles. 𝐸𝐵
𝑠 𝑏 is 

the smile of 𝒃.



Given this disentangled representation, we generate a visual sample 
𝐺(𝐸𝑐 𝑐 , 𝐸𝐴

𝑠(𝑎), 𝐸𝐵
𝑠(𝑏)), having the facial features of c, glasses of a, smile of b. 

Smile to Glasses



The "common" (or shared) Loss

Discriminator 𝑑 attempts to 
separate distributions:

Encoder 𝐸𝑐 attempts to match 
distributions of 𝐸𝑐 𝐴 and 𝐸𝑐(𝐵):

Ensures 𝑬𝒄 encodes information common to both domains



Reconstruction Losses

Es
A(A)

Es
A(A)

Ensures the “common” and 
“separate” encodings contain all 
the information in A or B



"Zero" Loss

Ensures the separate encoder of A 
(resp. B) does not encode 

information about B (resp. A)



Training:



Inference:

𝐺(𝐸𝑐 𝑏 ,𝐸𝐴
𝑠(𝑎), 0)

remove b′s smile
add a′s glasses

𝐺(𝐸𝑐 𝑎 , 0, 𝐸𝐴
𝑠(𝑏))

remove a′s glasses
add b′s smile



Results
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Interpolations
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Interpolations
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Numerical Results: Pretrained Classifier



Numerical Results: User Study

• Q1: Is the specific attribute of A (e.g smile) removed? 

• Q2: Is the guided image b specific attribute (e.g glasses) added?

• Q3: Is the identify of a’s image preserved?



Domain Adaptation

• Our disentangled representation is useful for Unsupervised Domain 
Adaptation: No labels at all. 

• A pretrained classifier is used to evaluate the percentage of images 
mapped to the same label in the target domain.

• Given an MNIST digit a, we randomly sample an SVHN digit b and 
consider the translation to SVHN as 𝐺(𝐸𝑐 𝑎 , 0, 𝐸𝐴

𝑠(𝑏)). 

• Achieve SOTA: MNIST to SVHN: 61.0%, Reverse: 41.0%



Theory

• Under mild assumptions (such as our losses being minimized):
• Ec(A) and Es

A(A) are independent (Similarly for B).

• Ec(A) captures the information underlying ec(A) (Similarly for B).

• Es
A(A) holds the information underlying es

A(A) (Similarly for B).

• I.e. our losses are both necessary and sufficient for the desired 
disentanglement.



“Masked Based Unsupervised Content 
Transfer” (ICLR 2020)

• Only a local change in the target is 
needed

• Learn a mask and adapt only the 
area in the masked area



Two Attributes Smile to Glasses



Additional Content Transfer



Interpolation



Attribute Removal



Out of Domain Manipulation



Semi Supervised Segmentation Using Class 
Information



Code and paper available online:
https://github.com/sagiebenaim/DomainIntersection

Difference

Questions?

https://github.com/sagiebenaim/DomainIntersectionDifference

